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Abstract — As one of the countries with a rich culture, Indonesia faces considerable challenges to preserve the diversity 

of its languages and writings. Lampung Province is one of the regions that has its language and script. However, over 

time, the variety of writings in the form of the Lampung script began to be forgotten because this variety of writings was 

not often used as a means of daily communication. One effort can be done to digitize the Lampung script, using the 

character recognition method using the projection profile as the feature extraction method, and K-Nearest Neighbors 

(KNN) algorithm to predict character shape. This study has two types of data: training data and testing data with 18-

character labels. The comparison of the training and testing data used is 75.56% for testing data, and 24.43% for testing 

data. The features used are features obtained from image extraction measuring 20 x 20 pixels using a projection profile. 

The types of features obtained are Horizontal Projection Profile (HPP), Vertical Projection Profile (VPP), and Combined 

Projection Profile (CPP) which are obtained by combining HPP and VPP features. KNN classification is carried out 

with 10-fold cross-validation, using a base model and an optimized model with GridSearchCV. The best classification 

results are obtained using the Combined Projection Profile (CPP) feature with an optimized model using GridSearchCV. 

The evaluation results obtained for the best image data classification with an accuracy of 86.23%, precision of 86.23%, 

the sensitivity of 86.23%, specificity of 99.19%, F-Measure of 86.23%, and Matthew Correlation Coefficient (MCC) of 

85.09%. 
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1. PENDAHULUAN 

Sebagai salah satu negara yang memiliki kekayaan budaya dalam jumlah yang masif, Indonesia memiliki 

tantangan untuk dapat melestarikan budaya yang dimiliki dari generasi ke generasi. Salah satu hasil budaya 

yang perlu dilestarikan adalah ragam bahasa dan tulisan daerah. Provinsi Lampung, merupakan salah satu 

provinsi di Indonesia yang memiliki ragam bahasa dan tulisan aksara tersendiri, yakni bahasa dan aksara 

Lampung. Namun, seiring perkembangan dan percampuran budaya, terkhusus aksara Lampung lambat laun 

mulai ditinggalkan. Hal ini disebabkan karena aksara Lampung sangat jarang digunakan dalam kehidupan 

sehari-hari. Berdasarkan pengelompokkan jenis aksara, aksara Lampung merupakan turunan dari aksara 

Devanagari, yang berasal dari India Selatan [1]. Aksara Lampung terbagi menjadi tiga komponen penyusun 

aksara. Pertama, induk huruf yang merupakan karakter utama pembentuk kata-kata dalam bahasa Lampung 

yang berjumlah 20 karakter. Kedua, anak huruf yang merupakan peubah bunyi induk huruf, yang membantu 

pembentukan kata-kata dalam bahasa Lampung. Ketiga, tanda baca yang terdiri dari 5 karakter yang berfungsi 

untuk memberikan makna tambahan yang terbentuk dari kombinasi karakter induk huruf dan anak huruf. 

Melihat permasalahan tersebut, salah satu solusi yang dapat diterapkan adalah dengan melakukan digitalisasi 

untuk aksara Lampung menggunakan pengenalan karakter atau pengenalan pola. Proses pengenalan pola 

melibatkan komputer untuk dapat melakukan pengelompokkan citra berupa simbol secara otomatis [2]. Lebih 

lanjut, jenis pengenalan pola yang digunakan adalah pengenalan pengenalan karakter citra tulisan tangan yang 

lebih dikenal dengan character recognition [3]. Beberapa contoh pemanfaatan character recognition antara 

lain untuk pengenalan tulisan tangan [2] dan pengenalan citra huruf alfabet [4]. Secara khusus, usaha untuk 

melakukan digitalisasi aksara Lampung dengan melalui pengenalan karakter telah dilakukan dengan 

menggunakan metode water reservoir, branch points, pixel density, dan end points [1][5]. Penelitian yang 
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dilakukan secara spesifik untuk pengenalan karakter tulisan tangan aksara Lampung tersebut menggunakan 18 

label untuk karakter citra induk huruf aksara Lampung. 

Sebagai upaya untuk memperluas penelitian untuk pengenalan karakter aksara Lampung pada penelitian yang 

telah dilakukan sebelumnya, penelitian ini akan menggunakan secara spesifik metode ekstraksi fitur projection 

profile, dan metode klasifikasi K-Nearest Neighbors. Projection profile merupakan proses menambahkan 

sejumlah piksel hitam pada baris dan kolom [6]. Segmentasi baris dalam sebuah dokumen cetak sering 

dilakukan dengan metode projection profile, namun metode ini dapat diadaptasi untuk dokumen tulisan tangan 

[7]. Berdasarkan jenis proyeksi yang dilakukan, projection profile dapat menghasilkan dua jenis fitur yakni 

Horizontal Projection Profile (HPP) dan Vertical Projection Profile (VPP) [6]. Horizontal Projection Profile 

(HPP) adalah proyeksi yang dilakukan pada garis horizontal, atau merupakan baris piksel pada sebuah citra. 

Kemudian, Vertical Projection Profile (VPP) adalah proyeksi yang dilakukan sepanjang garis vertikal, atau 

merupakan kolom piksel pada sebuah data citra. Berdasarkan kedua jenis fitur yang dapat dihasilkan, kemudian 

dapat dibentuk sebuah fitur baru yang menggabungkan HPP dan VPP, fitur gabungan ini disebut dengan 

Combined Projection Profile (CPP). 

Berbeda dengan penelitian yang telah dilakukan sebelumnya mengenai pengenalan karakter tulisan aksara 

Lampung [1][5], penelitian ini menggunakan K-Nearest Neighbors (KNN) untuk mendapatkan klasifikasi 

mengenai data citra karakter aksara Lampung. Klasifikasi ditujukan untuk menemukan model yang dapat 

mencitrakan perbedaan antara kelas atau himpunan, sehingga model yang dihasilkan dapat digunakan untuk 

melakukan prediksi kelas dari objek label yang tidak diketahui kelas nya [8]. K-Nearest Neighbors bekerja 

dengan cara menemukan sejumlah kelompok “k” objek dalam data training, yang memiliki jarak nilai paling 

dekat dengan objek yang ada pada data testing [9]. Hal yang dapat mempengaruhi performa klasifikasi 

menggunakan KNN adalah jumlah “k” yang ditetapkan [10]. Melihat pengaruh nilai “k” yang sangat signifikan 

dalam peforma klasifikasi yang dihasilkan, penelitian ini akan melakukan klasifikasi berdasarkan dua jenis 

model KNN, yakni base model, dan model yang dioptimasi dengan GridSearchCV. Berdasarkan permasalahan 

yang telah dijabarkan dan penelitian yang telah dilakukan sebelumnya, penelitian ini bertujuan untuk melihat 

performa pengenalan karakter tulisan aksara Lampung yang dilakukan dengan menggunakan K-Nearest 

Neighbors (KNN). Fitur yang digunakan untuk melakukan klasifikasi adalah fitur Horizontal Projection 

Profile (HPP), Vertical Projection Profile (VPP), dan fitur Combined Projection Profile (CPP). 

2. METODOLOGI PENELITIAN 

Alur penelitian yang dikerjakan dengan menggunakan metode ekstraksi fitur projection profile, dan algoritma 

klasifikasi K-Nearest Neighbors (KNN), dapat dilihat pada Gambar 1. 

2.1. Data Preprocesing 

Data yang digunakan berupa citra tulisan karakter aksara Lampung yang memiliki jumlah total 32140 data 

citra. Data yang digunakan kemudian dibagi menjadi data training sejumlah 24287 data citra dan data testing 

sejumlah 7853 data citra. Proporsi pembagian data adalah sebesar 75,56% untuk data training dan 24,34% 

untuk data testing. Data citra tulisan karakter aksara Lampung yang digunakan memiliki 18 label untuk induk 

huruf aksara Lampung dan memiliki dimensi 20 x 20 piksel [5]. Data citra yang akan digunakan terlebih dahulu 

melalui beberapa langkah preprocessing sebelum dilanjutkan dalam tahap feature extraction. Tahap data 

preprocessing terdiri dari noise reduction, thresholding, dan gabungan proses dilating dengan eroding. 

Kualitas data citra sangat dipengaruhi oleh jumlah noise yang terdapat dalam sebuah citra. Kemunculan noise 

dapat disebabkan oleh beberapa faktor seperti suhu sensor kamera yang terlalu tinggi pada saat pengambilan 

citra, kurang baiknya kondisi pencahayaan, dan beberapa faktor lingkungan yang yang dapat menyebabkan 

kemunculan noise [11]. Penelitian ini menggunakan data citra yang diambil menggunakan scanner, dan jenis 

noise yang sering ditemukan pada data citra ini adalah gaussian noise [11].  Dengan demikian, noise reduction 

pada data citra akan difokuskan untuk menghilangkan gaussian noise yang mungkin muncul pada data citra. 

Data citra yang telah melalui tahap noise reduction kemudian dilanjutkan ke dalam proses thresholding. Proses 

ini akan memberikan batas yang tepat antara pola di dalam citra yang ingin dikenali dengan latar belakang dari 

sebuah pola citra [12]. Proses thresholding memberikan setiap data citra nilai threshold yang berbeda, sehingga 

membuat citra yang akan dikenali memiliki nilai pembeda yang signifikan dengan latar belakang nya [12]. 
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Gambar 1. Alur penelitian pengenalan karakter tulisan aksara Lampung mengunakan projection profile dan KNN. 

Proses noise reduction dan thresholding yang telah dilakukan sebelumnya dapat mengakibatkan pola yang 

terdapat dalam data citra berubah atau hilang, sehingga, proses dilating dan eroding perlu dilakukan untuk 

menyempurnakan data citra yang telah melalui beberapa proses dalam tahap data preprocessing. Dilating dan 

eroding merupakan salah satu jenis morphological operations, yang merupakan serangkaian operasi yang 

dilakukan pada citra dengan cara mengubah bentuk yang mendasari citra biner [13]. Morphological operations 

seperti dilating dan eroding memerlukan komponen berupa binary structuring element [14], yang merupakan 

pemberi standar bentuk terhadap setiap piksel pada citra biner [14]. 

Dilating merupakan proses operasi morfologi pada citra biner, yang dilakukan dengan cara menambahkan nilai 

vektor pada setiap piksel berdasarkan nilai maksimal vektor biner yang ada dalam sebuah citra [13]. 

Berbanding dengan dilating yang bekerja dengan cara menambahkan nilai vektor, eroding merupakan operasi 

morfologi pada citra biner untuk menghilangkan nilai yang merupakan komplemen dari data citra yang 

dihasilkan proses dilating [13] Penjabaran data training dan testing yang digunakan dalam penelitian ini, dapat 

dilihat pada Tabel 1. 

Tabel 1. Sebaran label data citra. 

Label Citra Jumlah Data Training Jumlah Data Testing 

“a” 2243 685 

“pa” 1499 458 

“ca” 191 47 
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Label Citra Jumlah Data Training Jumlah Data Testing 

“da” 1638 526 

“ga” 1996 637 

“ha” 875 280 

“ja” 415 148 

“ka” 2374 757 

“la” 1316 399 

“ma” 2139 735 

“na” 904 297 

“nga” 524 171 

“nya” 594 178 

“pa” 2882 920 

“sa” 1714 591 

“ta” 2315 778 

“wa” 181 73 

“ya 487 173 

Jumlah 24287 7853 

2.2. Feature Extraction 

Feature extraction merupakan proses yang ditujukan untuk mengambil fitur atau penciri unik dari sebuah data 

citra, sehingga, sebuah fitur dapat diartikan sebagai representasi dari sebuah data citra [5]. Teknik feature 

extraction pada data citra memiliki beragam variasi, namun secara garis besar terbagi menjadi dua jenis teknik 

yakni structural dan statistical feature extraction [5][15][16][17]. Structural feature extraction merupakan 

ekstraksi fitur berdasarkan bentuk topologi dan geometris dari sebuah data citra [5][15]. Jenis elemen fitur 

yang termasuk dalam structural feature extraction seperti cross points, branch points, end points, dan beragam 

elemen lainnya. Berbeda dengan structural feature extraction, statistical feature extraction dihasilkan oleh 

pengukuran statistik pada sebuah data citra [5]. 

Salah satu contoh penggunaan statistical feature extraction adalah dengan menggunakan metode projection 

profile. Metode ini dilakukan dengan melakukan akumulasi jumlah piksel hitam pada baris atau kolom piksel 

data citra [6]. Pada penelitan ini, projection profile dilakukan pada baris dan kolom piksel data citra. Projection 

profile yang dilakukan pada baris piksel data citra akan menghasilkan fitur Horizontal Projection Profile 

(HPP), sedangkan pada kolom piksel akan menghasilkan fitur Vertical Projection Profile (VPP). Setelah 

didapatkan HPP dan VPP, kemudian dapat dibentuk sebuah fitur yang menggabungkan kedua jenis projection 

profile yang disebut dengan Combined Projection Profile (CPP). Ilustrasi projection profile pada baris dan 

kolom piksel data citra ditampilkan pada Gambar 2. 

 

Gambar 2. Ilustrasi projection profile pada garis horizontal dan vertikal [18]. 

2.3. Klasifikasi KNN 

Tahap feature extraction menghasilkan tiga jenis fitur yakni Horizontal Projection Profile (HPP), Vertical 

Projection Profile (VPP), dan Combined Projection Profile (CPP). Kemudian, untuk setiap jenis fitur yang 
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didapatkan dilakukan pemodelan dan klasifikasi menggunakan K-Nearest Neighbors (KNN). Algoritma KNN 

memiliki prinsip kerja dengan cara menemukan sekelompok “k” objek dalam data training, kemudian mencari 

“k” objek pada data testing yang memiliki jarak paling dekat [9]. Kemudian, KNN akan menentukan penetapan 

label berdasarkan dominasi label tertentu berdasarkan jumlah data dengan jarak terdekat (neighbors) [9].  

Untuk mendapatkan nilai nearest neighbors, terdapat beberapa metode yang dapat digunakan dalam KNN, 

seperti brute force dan K-D Tree. Prinsip pencarian nearest neighbors menggunakan metode brute force adalah 

mencari nilai jarak untuk setiap titik data, sehingga hal ini membutuhkan waktu dan daya komputasi yang lebih 

besar [19]. Berbeda dengan metode brute force, K-D Tree memiliki prinsip kerja setiap titik data disimpan 

dalam bentuk node dalam sebuah tree, dimana node memiliki nilai null atau pointer ke titik data lain [19]. 

Penghitungan jarak antar titik data dilakukan dengan menggunakan metrik pengukuran jarak, antara lain 

manhattan distance dan euclidean distance. Persamaan metrik pengukuran jarak antar titik data disajikan 

dalam Persamaan 1 dan 2. 

𝑑𝑠𝑡 =  ∑ |𝑥𝑠𝑗 − 𝑦𝑡𝑗
𝑛
𝑗=1         (1) 

𝑑(𝑠,𝑡) =  √∑ (𝑥𝑠𝑗 − 𝑦𝑡𝑗)
2𝑛

𝑗=1        (2) 

Persamaan 1 dan 2 menunjukkan jenis metrik pengukuran jarak yang sering digunakan, namun pada penelitian 

ini penghitungan jarak antar titik data dilakukan dengan menggunakan euclidean distance. Pemodelan dan 

klasifikasi KNN dilakukan dengan menggunakan dua jenis model yang berbeda yakni base KNN model, dan 

model KNN yang dioptimasi menggunakan GridSearchCV. Konfigurasi yang digunakan untuk membentuk 

base KNN model dapat dilihat pada Tabel 2. Kemudian, model KNN yang dioptimasi dengan menggunakan 

GridSearchCV memiliki konfigurasi yang dapat dilihat pada Tabel 3. 

Tabel 2. Konfigurasi Base KNN Model 

Nama Konfigurasi Nilai Konfigurasi 

algorithm “brute” 

metric “euclidean” 

nearest neighbors 5 

weights “uniform” 

Tabel 3. Konfigurasi GridSearchCV KNN Model 

Nama Konfigurasi Nilai Konfigurasi 

algorithm “kd_tree” 

metric “euclidean” 

nearest neighbors list(range(5,3000,65)) 

weights [“uniform”, “distance”] 

Pemodelan KNN menggunakan GridSearchCV menggunakan k-fold cross-validation dengan nilai k = 10. 

Pemilihan nilai k=10 karena nilai 10 pada k-fold cross-validation merupakan standar umum untuk melakukan 

cross-validation terhadap algoritma klasifikasi [20]. 

 

2.4. Evaluasi dan Penarikan Kesimpulan 

Evaluasi klasifikasi menggunakan base KNN model dan GridSearchCV KNN model dilakukan, untuk setiap 

jenis fitur projection profile yang digunakan. Hasil evaluasi, kemudian akan dirangkum dengan menggunakan 

confusion matrix. Bentuk dasar confusion matrix adalah sebuah matriks 2x2 [21]. Penjabaran bentuk dasar 

confusion matrix dapat dilihat pada Tabel 4. 
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Tabel 4. Bentuk dasar confusion matrix. 

 Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

Nilai true positive (TP) merupakan nilai yang didapatkan ketika hasil prediksi menyatakan bahwa sebuah data 

memiliki label positif, dan kondisi aktual data tersebut merupakan label positif. False negative (FN) adalah 

ketika prediksi menyatakan bahwa sebuah data memiliki label negatif, namun kondisi aktual data tersebut 

merupakan label positif. False positive (FP), adalah ketika prediksi menyatakan bahwa sebuah data memiliki 

label positif, namun kondisi aktual data tersebut memiliki label negatif. True negative (TN), adalah kondisi 

ketika prediksi menyatakan bahwa sebuah data memiliki label negatif, dan kondisi aktual data tersebut 

merupakan label negatif. 

Berdasarkan hasil perangkuman performa klasifikasi yang didapat menggunakan confusion matrix, kemudian 

hasil tersebut dievaluasi menggunakan beberapa metrik evaluasi kinerja klasifikasi. Metrik evaluasi tersebut 

adalah accuracy (ACC), sensitivity (SN), specificity (SP), precision (PR), dan matthew correlation coefficient 

(MCC). Definisi metrik evaluasi yang telah disebutkan, dapat dilihat dalam Persamaan 3 sampai dengan 7. 

Accuracy (ACC) 

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
         (3) 

Sensitivity (SN) 

𝑇𝑃

𝑇𝑃+𝐹𝑁
          (4) 

Specificity (SP) 

𝑇𝑁

𝑇𝑁+𝐹𝑃
          (5) 

Precision (PR) 

𝑇𝑃

𝑇𝑃+𝑇𝑃
          (6) 

Matthew Correlation Coefficient (MCC) 

𝑀𝐶𝐶 =
𝑇𝑃 𝑥 𝑇𝑁−𝐹𝑃 𝑥 𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
   (7) 

 

3. HASIL DAN PEMBAHASAN 

3.1. Data Preprocessing 

Pada tahap ini setiap data pada data training dan data testing melalui beberapa proses yakni noise reduction, 

thresholding, dan operasi morfologi berupa dilating dan eroding. Proses noise reduction dilakukan 

menggunakan gaussian filter, karena data citra yang didapatkan melalui scanner cenderung memiliki jenis 

noise gaussian [11]. Kemudian, data citra tulisan karakter aksara Lampung akan melalui proses thresholding 

unutk memperjelas pola yang dimiliki data citra dan memberi nilai pembeda yang signifikan dengan latar 

belakang yang terdapat pada citra [12]. Setelah melalui proses thresholding, kemudian pola karakter tulisan 

aksara Lampung disempurnakan menggunakan operasi morfologi dilating dan eroding. Sampel hasil tahap 

data preprocessing dapat dilihat dalam Tabel 5. 
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Tabel 5. Sampel hasil tahap data preprocessing. 

Label Citra Hasil Data Preprocessing 

“pa” 

 

“ma” 

 

“la” 

 

“da” 

 

“ka 

 

Data yang disajikan pada Tabel 5 menunjukkan sampel hasil data preprocessing. Pada Tabel 5, terdapat lima 

dari delapan belas label citra induk huruf aksara Lampung. Tahap data preprocessing dilakukan terhadap data 

training maupun data testing. Pemberian perlakuan yang sama pada data training maupun data testing 

bertujuan untuk meminimalkan bias yang mungkin muncul dikarenakan perbedaan perlakuan yang dilakukan 

pada data. 

3.2. Feature Extraction 

Metode projection profile digunakan untuk mendapatkan fitur dalam tahap feature extraxtion. Fitur yang 

didapatkan adalah Horizontal Projection Profile (HPP), Vertical Projection Profile (VPP), dan fitur baru yang 

didapatkan dengan cara menggabungkan HPP dan CPP. Data citra yang digunakan memiliki dimensi 20 x 20 

piksel, perbandingan jumlah fitur yang didapatkan untuk setiap jenis projection profile yang dilakukan 

disajikan pada Tabel 6. Data yang ditunjukkan pada Tabel 6, menunjukkan perbedaan jumlah fitur yang didapat 

berdasarkan jenis projection profile yang digunakan untuk mendapatkan fitur. 

Tabel 6. Jumlah fitur per data citra 

Jenis Fitur Label Fitur Jumlah Fitur 

Horizontal Projection Profile (HPP) Label hr_px1 s.d hr_px20 20 

Vertical Projection Profile (VPP) Label vr_px1 s.d vr vr_px20 20 

Combined Projection Profile (CPP) Label hr_px1 s.d hr_px20, dan Label vr_px1 s.d 

vr_px20 

40 

3.3. Klasifikasi K-Nearest Neighbors (KNN) 

Tahap klasifikasi dilakukan terhadap tiga jenis fitur yang didapat pada tahap feature extraction. Penggunaan 

ketiga jenis fitur untuk klasifikasi ditujukan untuk melihat jenis fitur apa yang menghasilkan performa 

klasifikasi paling baik. Selain itu, klasifikasi dilakukan dengan menggunakan dua jenis model KNN yakni, 

base KNN model, dan GridSearchCV KNN model. Confusion matrix klasifikasi KNN dengan menggunakan 

base KNN model dapat dilihat pada Gambar 3, 4, dan 5. 
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Gambar 3. Confusion matrix Base KNN Model fitur Horizontal Projection Profile (HPP). 

 

Gambar 4. Confusion matrix Base KNN Model fitur Vertical Projection Profile (VPP). 
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Gambar 5. Confusion matrix Base KNN Model fitur Combined Projection Profile (CPP). 

Confusion martrix yang ditunjukkan pada Gambar 3,4, dan 5 merupakan confusion matrix yang didapat dari 

hasil klasifikasi untuk ketiga jenis fitur dengan menggunakan base KNN model. Selanjutnya, confusion matrix 

yang didapat dari hasil klasifikasi untuk ketiga jenis fitur dengan menggunakan GridSearchCV KNN model 

dapat dilihat pada Gambar 6,7, dan 8. 

 

Gambar 6. Confusion matrix GridSearchCV KNN Model fitur Horizontal Projection Profile (HPP). 
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Gambar 7. Confusion matrix GridSearchCV KNN Model fitur Vertical Projection Profile (VPP). 

 

Gambar 8. Confusion matrix GridSearchCV KNN Model fitur Combined Projection Profile (CPP) 



Vol. 5 No. 3, 2024, pp. 249-261  Jurnal Pepadun 
©2024 Ilmu Komputer Unila Publishing Network all rights reserved  

259 

Gambar 6,7, dan 8 menunjukkan confusion matrix yang didapatkan menggunakan GridSearchCV KNN model 

terhadap ketiga jenis fitur. Confusion matrix yang telah ditunjukkan Gambar 3 sampai dengan 8 digunakan 

sebagai bahan evaluasi untuk melihat performa klasifikasi KNN pada setiap jenis fitur. 

3.4. Evaluasi dan Penarikan Kesimpulan  

Evaluasi dilakukan dengan dengan menggunakan beberapa metrik pengukuran performa klasifikasi yakni 

accuracy (ACC), sensitivity (SN), specificity (SP), precision (PR), dan matthew correlation coefficient (MCC). 

Hasil evaluasi performa klasifikasi tulisan karakter aksara Lampung dapat dilihat pada Tabel 7.  

Tabel 7. Evaluasi klasifikasi KNN. 

Metrik Base KNN Model GridSearchCV KNN Model 

HPP VPP CPP HPP VPP CPP 

ACC 41,94 77,66 85,86 41,58 78,11 86,23 

SN 41,94 77,66 85,86 41,58 78,11 86,23 

SP 96,58 98,68 99,16 96,56 98,71 99,19 

PR 41,94 77,66 85,86 41,58 78,11 86,23 

MCC 37,63 75,80 84,69 37,21 37,21 85,09 

Keterangan: 

ACC: Accuracy; SN: Sensitivity; SP: Specificity; PR: Precision; MCC: Matthew 

Correlation Coefficient; HPP: Horizontal Projection Profile; VPP: Vertical Projection 

Profile; CPP: Combined Projection Profile 

Data evaluasi klasifikasi menggunakan dua jenis model KNN terhadap ketiga jenis fitur memiliki kesamaan 

untuk hasil klasifikasi terbaik diraih dengan fitur Combined Projection Profile (CPP). Hasil tersebut diikuti 

dengan fitur Vertical Projection Profile (VPP), dan Horizontal Projection Profile (HPP). Selain itu, model 

KNN yang dioptimasi menggunakan GridSearchCV mendapatkan mayoritas hasil klasifikasi yang lebih baik 

dibandingkan dengan base KNN model. 

Hasil buruk yang didapatkan fitur Horizontal Projection Profile disebabkan kecenderungan metode Horizontal 

Projection Profile untuk digunakan sebagai segmentasi baris dan kurang cocok digunakan untuk mendapatkan 

fitur dalam sebuah karakter tunggal [6]. Kemudian, hasil baik yang didapatkan fitur Combined Projection 

Profile disebabkan gabungan HPP dan VPP, merepresentasikan pola dalam citra dengan lebih baik [6]. Selain 

itu, hal tersebut juga meningkatkan data statistikal yang berperan dalam peningkatan hasil klasifikasi 

menggunakan KNN [9][15][17].   

4. KESIMPULAN 

Berdasarkan hasil penelitian yang telah dilakukan untuk melakukan pengenalan karakter citra tulisan tangan 

aksara Lampung, model yang dioptimasi menggunakan GridSearchCV mendapat hasil yang lebih baik 

dibanding dengan base KNN model. Hasil yang diraih Combined Projection Profile mendapatkan hasil paling 

baik, dikarenakan penggunakan fitur gabungan menjadikan representasi statistik sebuah citra menjadi lebih 

baik. Di sisi lain, walaupun fitur Horizontal Projection Profile (HPP) menghasilkan klasifikasi terburuk, fitur 

VPP memberikan dampak yang cukup signifikan dalam peningkatan performa hasil klasifikasi apabila 

digabungkan dengan fitur HPP.  
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