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Abstract — Indonesia is a country rich in natural resources, particularly in various types of spices. Among these,
rhizome-shaped spices such as ginger, turmeric, galangal, and aromatic ginger often present classification challenges
due to their similar visual appearances. This study aims to address this issue by developing a web-based identification
system utilizing the Swin Transformer—an advanced Vision Transformer architecture known for its effectiveness in image
classification tasks. The Swin Transformer model demonstrated superior performance, achieving an accuracy of 99.11%,
precision of 98.24%, recall of 98.21%, and Fl-score of 98.21%. These results significantly outperform the Xception
convolutional neural network (CNN) model, which was previously considered state-of-the-art, with 95.00% accuracy,
90.14% precision, 90.00% recall, and 90.01% F1-score. To ensure practical usability, the final Swin Transformer model
was deployed as a web application using the Streamlit framework, allowing users to classify rhizome spices through
image uploads. These findings highlight the effectiveness of Swin Transformer for practical image-based spice
classification.
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1. INTRODUCTION

Indonesia is a country with abundant natural resources, one of which is spices. These spices, which can be
derived from flowers, leaves, seeds, stems, rhizomes, and roots, have long been known as high-value
commodities not only for culinary purposes but also for their medicinal properties, particularly in maintaining
the immune system [1][2]. Among the most common spices are rhizomes like ginger (Zingiber officinale),
turmeric (Curcuma longa), aromatic ginger (Kaempferia galanga), and galangal (Alpinia galanga). However,
the visual similarities in shape, color, and texture make it difficult for many people to distinguish between
them [1]. This difficulty is supported by a survey conducted by previous research [3], where only 31% of 100
respondents could correctly identify more than three out of five native Indonesian spices, indicating a low level
of public knowledge.

To address this classification challenge, Machine Learning and Deep Learning techniques have been widely
applied. These methods can automatically process data to find specific patterns and predict outcomes based on
learned information [4][5]. Several studies have explored the identification of spices and herbs using these
approaches. For instance, Riska and Farokhah [6] achieved 73% accuracy in classifying rhizomes using the K-
Nearest Neighbors (K-NN) method. More advanced studies employing Convolutional Neural Network (CNN)
architectures have shown significantly better results, with accuracies of 93% and 90% in herbal and spice
identification [2][7]. Other implementations of CNN variants, such as VGGNet and VGG16, achieved
accuracies of 70% and 85%, respectively [1][8].

While CNNs have become a common approach, recent advancements in deep learning have introduced the
Transformer architecture, originally designed for Natural Language Processing (NLP), to the field of computer
vision. The Vision Transformer (ViT) model works by dividing an image into patches and processing them as
a sequence of tokens [9]. To address the computational intensity and limitations in capturing fine-grained
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details found in the original ViT, the Swin Transformer was introduced as an improved hierarchical vision
architecture [10]. This architecture utilizes a hierarchical feature mapping approach and a novel shifted
windows technique, demonstrating high efficiency and achieving 83.7% accuracy on the ImageNet-1K dataset.
The Swin Transformer has also shown competitive or even superior performance compared to CNNs in other
specialized domains, such as detecting Diabetic Retinopathy with a higher AUC score of 95.7% [11].

Despite its proven potential, the application of the Swin Transformer for identifying rhizome-type spices
remains an unexplored area. Therefore, this study aims to address this research gap by implementing the Swin
Transformer architecture for the image-based identification of rhizomes. The main objectives are to: (1)
develop a model using a pre-trained Swin Transformer to classify images of ginger, turmeric, aromatic ginger,
and galangal; (2) evaluate the model's accuracy; and (3) develop a web-based application using the Streamlit
framework to provide a practical tool for spice identification. This research is expected to contribute a
potentially more accurate model than existing CNN-based methods for this specific task.

2. RESEARCH METHOD
This research was conducted through a systematic workflow encompassing several key stages: dataset

collection, preprocessing, model development, web application development, model and web performance
evaluation. The overall research workflow is illustrated in Figure 1.

Dataset Collection Model Development

Web Application
Development

Evaluation

Figure 1. Research workflow.
2.1. Dataset Collection
The initial stage involved the acquisition of the dataset used for this study. A total of 1,400 images of rhizome-

type spices were collected, ensuring a balanced distribution across four distinct classes: ginger, turmeric,
aromatic ginger, and galangal. Each class contained 350 images.

is
X

Figure 2. Example of dataset from each class.
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The dataset was aggregated from two primary sources: a publicly available collection from the Roboflow
platform and original photographs captured specifically for this research using a mobile phone camera. The
example of the dataset from each class is illustrated in Figure 2.

2.2. Data Preprocessing

To prepare the raw data for model training, a multi-step preprocessing workflow was implemented. Data
preprocessing is a vital stage for transforming raw data into a clean, suitable format to enhance data quality
and facilitate more effective pattern recognition by the model [12]. First, datasets from both sources were
merged into a single directory. A Python script utilizing the OS, Shutil, and PIL libraries was used to automate
this process, ensuring all images were converted to a uniform JPEG format and systematically renamed to
prevent file duplication. Following the merge, the dataset was split into training, validation, and testing subsets
with a 60:20:20 ratio. This division, which is a common practice to ensure robust evaluation and prevent
overfitting, resulted in 840 images for training, 280 for validation, and 280 for testing [13].

Table 1. Augmentation techniques.

No Augmentation Type Value

1 Random Horizontal Flip

2 Random Vertical Flip

3 Random Rotation degrees = (0,180)

4 Random Perspective distortion_scale=0.3,p=0.5
5 Resize size = (224, 224)

6 ToTensor

7 Normalize mean = [0.485, 0.456, 0.406],

std =[0.229, 0.224, 0.225]

Figure 3. Example of augmented dataset.

Data augmentation was then applied exclusively to the training set to enhance its diversity and improve the
model's generalization capabilities. The augmentation techniques included random horizontal flips, random
vertical flips, random rotations, and random perspective transformations are listed on Table 1. Finally, all
images across the three subsets were resized to a uniform dimension of 224 X 224 pixels. This step is crucial
as it standardizes the input size to match the specific input requirement of the Swin Transformer architecture.
The example result of augmented dataset is illustrated in Figure 3.

2.3. Model Development

The model development process centered on a transfer learning approach using the Swin Transformer
architecture to enhance performance and reduce training time [14]. The process began by initializing the model
and loading weights from a pre-trained Swin Transformer, previously trained on the large-scale ImageNet-1K
dataset [10]. Following this, parameter freezing was selectively applied, if a layer's parameters were
successfully transferred from the pre-trained model, they were frozen to preserve their robust, learned feature
representations. However, if a layer's parameters were not transferred, such as in a newly created layer, they
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were left unfrozen and trainable. Specifically, the model's architecture was adapted by replacing the final
classification layer with a new fully-connected layer configured with four neurons to match the rhizome classes
in this study. This modified model was then trained for several hyperparameters that were listed on Table 2.
Upon completion of training, the final fine-tuned model was saved as a PyTorch Tensors (.pt) file for
subsequent evaluation and deployment.

Table 2. Hyperparameter for training model.

No Augmentation Type Value

1 Epoch 30

2 Learning Rate 0.0001
3 Batch Size 16

4 Optimizer AdamW
5 Weight Decay 0.0001

2.4. Web Application Development

A user-facing web application was developed to provide a practical interface for the classification model, built
using Streamlit, an open-source Python framework that simplifies the creation of interactive applications for
machine learning projects without requiring traditional web development expertise [15]. The application
allows a user to upload an image of a rhizome. The system then automatically preprocesses the uploaded image
by resizing it to 224 X 224 pixels and converting it into a PyTorch tensor. This tensor is fed into the saved
Swin Transformer model, which performs the classification. The predicted class (e.g., "Ginger," "Turmeric")
is then displayed to the user on the web interface that is illustrated on Figure 4.

Klasifikasi Jenis Bumbu Berbentuk Rimpang

Gambar Input Hasil Prediksi

Kunyit

Figure 4. Web application interface.
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2.5. Evaluation Methods

The performance of the developed system was evaluated through two distinct testing phases: model
performance testing and web application functional testing.

2.5.1. Model Performance Evaluation

After training, all models were evaluated using the test set to assess classification performance on previously
unseen data. The performance evaluation was conducted based on several training scenarios to identify the
optimal model configuration. These scenarios involved systematically varying key parameters as follows:

i.  Training with and without data augmentation.
ii.  Applying different patch sizes and window sizes for the Swin Transformer.
iii.  Applying various drop rates and drop path rates.

For each model resulting from these scenarios, performance was quantified using a confusion matrix [16] to
calculate final test accuracy, precision, recall, and F1-score [17]. Furthermore, the model's ability to generalize
and handle Out-of-Distribution (OOD) data was assessed by analyzing the Area Under the Receiver Operating
Characteristic (AUROC) curve [18]. An optimal confidence threshold for OOD rejection was determined using
the 'Closest to (0,1) Criteria' [19]. This method identifies the threshold corresponding to the point on the ROC
curve with the minimum Euclidean distance in Equation (1) to the ideal classifier point (FPR=0, TPR=1), thus
providing the best balance between sensitivity and specificity.

D = /(1 — TPR)2 +FPR2 (1)

In addition to these quantitative metrics, visual analyses of the training and validation performance trends
(learning curves) were conducted to assess model convergence and detect potential overfitting. The objective
of this multi-scenario evaluation was to identify the combination of techniques and hyperparameters that
yielded the highest and most stable classification performance. Accuracy measures the proportion of total
correct predictions among all cases evaluated [17].

TP + TN
B —————————————— 0
Accuracy TPTTNIFPFN < 100% 2)

Precision measures the proportion of true positive predictions among all instances predicted as positive,
indicating the model's exactness [16]. Recall, or sensitivity, measures the proportion of true positive
predictions among all actual positive instances, indicating the model's completeness [16]. The F1-Score is the
harmonic mean of Precision and Recall, providing a single metric that balances both concerns, which is
particularly useful for imbalanced datasets [16].

.. TP
Prec1510n——TP+FP X 100% 3)
TP
Recall—TP+FN X 100% 4)

F1-Score = 2 x LtrecisionxRecall ' )50, (5)

Precision + Recall

2.5.2. Web Application Functional Testing

The functionality of the Streamlit web application was verified using black box testing. This method assesses
the system's input-output behavior without considering its internal structure [20]. A set of predefined test
scenarios, as detailed in Table 3, was executed to ensure the application behaves as expected under various
conditions, including valid input, invalid file formats, and empty submissions.
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Table 3. Web application black-box testing.

TI:: ¢ Test Scenario Input Expected Output Status

1 Upload a valid format Rhizome image Image is displayed, and a prediction Valid
file (jpg/png) appears.

2 Upload an invalid Valid
format file PDF or TXT file An error message is displayed.

3 No file uploaded, Message appears: "No image Valid
predict button clicked No file uploaded selected!"

4 Upload a non-rhizome Image of a non-thizome  Message appears: "Image is not part ~ Valid
image object of a class"

3. RESULT AND DISCUSSION

This section presents the results of a series of experiments conducted to determine the optimal configuration
for the Swin Transformer model. The performance of various hyperparameter settings is analyzed, followed
by a comparative evaluation against a baseline CNN architecture and a final test on real-world data via the
web application.

3.1. Comparison of Patch Size and Window Size Configurations

An initial experiment was conducted to evaluate the impact of different patch size and window size
configurations on the Swin Transformer's performance. As shown in Table 4, three viable configurations were
tested. The results clearly indicate that the model with a patch size of 4 and a window size of 7 achieved the
best performance across all metrics, yielding an accuracy of 99.11% and an F1-Score of 98.21%. The
configuration with a smaller patch size (2 X 7) performed significantly worse (61.71% F1-Score), suggesting
that excessively small patches failed to capture sufficiently distinct visual features, leading to high confusion
between visually similar classes like ginger, turmeric, and galangal.

Table 4. Performance comparison of patch size and windows size configurations.

Patch Size  Windows Size Accuracy Precision Recall F1-Score
2 7 80.89% 63.31% 61.79% 61.71%
4 7 99.11% 98.24% 98.21% 98.21%
4 14 96.61% 93.48% 93.21% 93.23%

Conversely, the model with a larger window size (4 X 14) also showed a slight performance degradation
(93.23% F1-Score). This implies that an overly large attention window may dilute the model's focus on crucial
local features necessary for differentiating the rhizomes. Therefore, the 4 X 7 configuration provided the
optimal balance between capturing detailed local features and maintaining a broad enough receptive field for
this specific task.

3.2. Comparison of Drop Rate and Drop Path Rate Configurations

To assess the impact of regularization, a series of experiments were performed by varying the drop rate and
drop path rate. The results, summarized in Table 5, show that increasing these rates generally tended to
decrease model performance, with the highest rates (e.g., drop rate 0.2, drop path rate 0.3) causing a significant
drop in F1-Score to 49.86%. While several configurations with a drop rate of 0 achieved high metric scores, a
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deeper analysis was required to evaluate their generalization capability and risk of overfitting. By analyzing
the Area Under the Receiver Operating Characteristic (AUROC) for Out-of-Distribution (OOD) detection, it
was determined that the configuration with drop rate 0 and drop path rate 0.1 was the most robust.

Table 5. Performance comparison of drop rate and drop path rate configurations.

Drop Rate  Drop Path Rate  Accuracy Precision Recall F1-Score

0 0.1 99.11% 98.24% 98.21% 98.21%

0 0.2 99.11% 98.24% 98.21% 98.21%

0 0.3 98.75% 97.54% 97.75% 97.75%
0.1 0.1 96.07% 92.63% 92.14% 92.11%
0.1 0.2 95.36% 91.75% 90.71% 90.75%
0.1 0.3 94.46% 90.42% 88.92% 88.90%
0.2 0.1 81.61% 72.73% 63.22% 62.62%
0.2 0.2 86.07% 73.07% 72.14% 71.49%
0.2 0.3 77.32% 56.64% 54.64% 49.86%

This model not only achieved a high F1-Score of 98.21% but also yielded the highest AUROC of 95.09%.
Other top-performing configurations showed slightly lower AUROC values (92.71% for drop path rate 0.2 and
90.88% for drop path rate 0.3), indicating a marginally weaker ability to generalize to unseen data. This
confirms that the model with drop rate 0 and drop path rate 0.1 provided the best trade-off between high
classification accuracy and strong generalization.

3.3. Comparison With and Without Data Augmentation

The effect of data augmentation on model performance was evaluated. As detailed in Table 6, the results show
that the model trained without data augmentation consistently outperformed the model trained with it. The
non-augmented model achieved an accuracy of 99.11% and an F1-Score of 98.21%, compared to the
augmented model's 97.86% accuracy and 95.71% F1-Score.

Table 6. Performance comparison with and without augmentation.

Augmentation Accuracy Precision Recall F1-Score
No 99.11% 98.24% 98.21% 98.21%
Yes 97.86% 95.82% 95.72% 95.71%

An analysis of the misclassifications revealed that the augmented model made more errors, particularly
between classes with high visual similarity. This counter-intuitive finding suggests that for this specific dataset,
where subtle texture and shape differences are key, the transformations applied during augmentation may have
introduced noise or distortions that obscured these distinguishing features, thereby hindering the learning
process rather than aiding it.

3.4. Comparison of Transformer and CNN Architectures

A key objective of this study was to compare the performance of the Vision Transformer architecture against
a state-of-the-art CNN. The best-performing Swin Transformer model was compared with an Xception model,
a high-performing CNN from previous research. The results in Table 7 conclusively demonstrate the
superiority of the Swin Transformer for this task.
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Table 7. Performance comparison transformer and CNN architecture.

Architecture Accuracy Precision Recall F1-Score
Swin Transformer 99.11% 98.24% 98.21% 98.21%
Xception 95.00% 90.14% 90.00% 90.01%

The Swin Transformer achieved an accuracy of 99.11%, significantly higher than Xception's 95.00%. This
advantage was consistent across all other metrics, with the Swin Transformer yielding an F1-Score of 98.21%
compared to Xception's 90.01%. The performance gap is explained by a substantially lower number of
misclassifications for the Swin Transformer, indicating its enhanced ability to capture and differentiate the
complex visual features of the rhizomes more effectively than the CNN-based architecture.

3.5. Prediction Results with Internet Data via the Web Application

To determine the model’s optimal decision threshold, an analysis of the Receiver Operating Characteristic
(ROC) curve was conducted. As shown in Figure 5, the curve plots the true positive rate (sensitivity) against
the false positive rate, enabling an assessment of the trade-off between correctly identifying in-distribution
samples and avoiding false positives.

ROC Curve for OOD Detection

1.0 1

0.8 4

0.6

True Positive Rate

0.4

0.2 1

e —— AUROC = 0.9509
0.0 4 ® Best Threshold = 0.6236
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Figure 5. Optimal threshold from ROC curve.

The optimal threshold was selected using the 'Closest to (0,1) Criteria' method, which identifies the point on
the ROC curve nearest to the top-left corner—representing the best balance of sensitivity and specificity. This
method yielded an optimal confidence threshold of 62.36%, which was used during inference to help the model
effectively distinguish between in-distribution (ID) and out-of-distribution (OOD) inputs.

To evaluate the model’s generalization in a real-world setting, the final model was tested using the deployed
web application with new, unseen images sourced from the internet. As illustrated in Figure 6, the model
successfully demonstrated its OOD detection capability by refraining from classifying visually similar but out-
of-class rhizomes such as java turmeric, thanks to the previously determined confidence threshold. On the in-
distribution test, the model achieved an overall accuracy of 93.75%, with per-class accuracies of 100% for
galangal, 95% for ginger, and 90% for both aromatic ginger and turmeric. However, this performance reflects
a slight drop compared to the 99.11% accuracy on the original test set.

161



Vol. 6 No. 2, 2025, pp. 154-164
© 2025 The Authors | doi: 10.23960/pepadun.v6i3.276

Gambar Input Hasil Prediksi Gambar Input

Gambar Input Hasil Prediksi Gambar Input

A

Gambar Input

Hasil Prediksi Gambar Input

Jurnal Pepadun

Hasil Prediksi

Hasil Prediksi

A

Hasil Prediksi

A

Figure 8. Example of In-Distribution (ID) data misclassification due to ambiguous features.

As shown in Figure 7, several misclassifications occurred due to domain shift, where significant differences
in image characteristics—such as lighting conditions or visual edits—caused the model to incorrectly reject
ID samples as OOD. Additionally, Figure 8 presents a case where an aromatic ginger image with a sprout was
misclassified as galangal, likely due to the model’s learned association of sprouts as a dominant feature of
galangal during training. These results suggest that while the model is effective, its real-world performance
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could be further improved by incorporating a more visually diverse training dataset to enhance robustness
against variations.

4. CONCLUSION

This research successfully demonstrated that the Swin Transformer architecture significantly outperforms a
state-of-the-art CNN (Xception) in the task of classifying visually similar rhizome-type spices, achieving a
peak accuracy of 99.11% on the test set. Through a series of comparative experiments, the optimal model
configuration was identified, utilizing a patch size of 4, a window size of 7, a drop path rate of 0.1, and notably,
no data augmentation, as augmentation was found to degrade performance for this specific dataset.
Furthermore, the optimized model was successfully deployed into a functional web application, providing a
practical interface for real-time prediction. However, evaluation using new data sourced from the internet
revealed a performance drop to 93.75% accuracy, highlighting the model's limitations in generalizing to visual
variations not present in the training set, despite its effectiveness in rejecting Out-of-Distribution (OOD)
inputs. These findings confirm the potential of Vision Transformers for specialized agricultural image
classification while also underscoring the critical need for more diverse training data to improve real-world
robustness.
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