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Abstract - Breast cancer remains one of the most common and deadly diseases among women globally. Early detection
significantly increases the chances of patient recovery. The main objective of this research is to evaluate the performance
of three Convolutional Neural Network (CNN) architectures, namely ResNet50, VGG16, and DenseNet201, for breast
cancer image classification. In this study, there are two classification stages used: the first is to differentiate between
normal and abnormal images, and the second is to distinguish between benign and malignant tumors. The dataset was
obtained through the Kaggle website. It was then pre-processed using normalization and augmentation through flipping
and rotation. After each CNN model was trained using transfer learning, its performance was evaluated using accuracy,
precision, recall, and F1 score. In the Normal and Abnormal classification task, the DenseNet201 model outperformed
other models with an accuracy of 91%. Meanwhile, ResNet50 showed the most optimal results in the Benign and
Malignant classification with an accuracy of 83%.
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1. INTRODUCTION

Breast cancer is one of the most common diseases suffered by women worldwide. The abnormal and irregular
growth of breast tissue that then develops into a structure resembling a tumor is known as breast cancer [1].
Based on Globocan data from 2020, more than 396,914 cancer cases occurred in Indonesia, with breast cancer
ranking first with 68,858 cases or 16.6% of the total cancer cases in Indonesia [2]. Accurate predictions of
breast cancer are very important for determining the appropriate treatment and improving patient survival rates
[3]. However, the manual diagnosis process requires analysis of complex and large amounts of data, which
certainly poses a significant challenge for medical professionals. Therefore, computer-based systems are
increasingly being used to assist in the disease classification process, including breast cancer, in line with the
development of Artificial Intelligence (Al) technology [4].

Artificial Intelligence (AI) performs well in improving consistency and efficiency in medical examinations, as
well as reducing the rate of diagnostic errors [5]. The application of Al can help reduce the number of false
negatives and false positives in breast cancer. This is because Al is not influenced by subjectivity and can
reduce the workload of radiologists by 88% with a decrease in reading time per case of up to 11%. The
implementation of Al can improve accuracy in mammography [6].

One of the machine learning algorithms used for image recognition is the Convolutional Neural Network
(CNN). CNN automatically analyzes the visual representation of images by optimizing filters or kernels. As
the name suggests, the main concept of CNN is the convolution operation, where filters are applied to the input
image. This helps in pattern recognition at deeper layers [7]. The Convolutional Neural Network (CNN)
method has the potential to produce beneficial results, thereby enhancing diagnostic capabilities [8]. Several
methods, such as mammography and histopathological examination, can be used to detect breast cancer
through medical imaging. Although histopathology is still performed manually by pathologists considering the
cancer severity score, it is the gold standard examination in establishing a breast cancer diagnosis [9]. To
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improve the chances of recovery, early detection is very important, but traditional approaches are often not
accurate enough to find malignant tumors at an early stage [10].

Previous studies have shown that CNNs can detect breast cancer more accurately than conventional approaches
[11]. Research [12] used AlexNet and showed that its architecture in eye cancer classification using AlexNet
achieved an accuracy of 98.37%. Research [13] used breast histopathology images obtained from a public
dataset, successfully achieving an accuracy of 96% in oral cancer classification using the DenseNet201
architecture. The dataset must consist of clear and detailed images of oral cancer, so the model can learn unique
patterns from each image. Previous research has used alternative CNN structures such as the VGG-16
architecture. Study [14] evaluated the model's performance in breast cancer classification using this structure.
The evaluation results showed that the VGG-16 model achieved an accuracy of 78.87% based on the metrics
of accuracy, precision, recall, and F1 score.

However, the main challenge in breast cancer classification is the diversity of tumor types that can appear. The
three main categories of breast tumors are Benign, Malignant, and Normal. To assess the effectiveness of the
CNN model in that classification, two testing schemes were conducted. In the first classification, namely
Normal and Abnormal, which aims to detect the early presence of abnormalities, and the second classification,
namely Benign and Malignant, which focuses on the level of tumor malignant [15]. To assess the performance
of the CNN model in breast cancer classification, evaluation metrics such as accuracy, precision, recall, and
F, score will be used. By using these evaluation metrics, we can determine how well the model is able to
distinguish between Normal, Benign, and Malignant images [16].

This study aims to evaluate a CNN-based breast cancer classification system using various architectures,
including ResNet50, VGG16, and DenseNet201. The objective is to evaluate and compare their performance
to identify the most effective model for breast cancer detection. The findings are expected to guide future
improvements in deep learning-based diagnostic tools.

2. RESEARCH METHODOLOGY

This research was conducted through several stages to achieve optimal results. Figure 1 illustrates the
sequential research phases, commencing from the data acquisition process through to the evaluation of model
performance.
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Figure 1. The steps of the research.

2.1. Data Acquisition

The data used was obtained from the Kaggle website https://www.kaggle.com/datasets/cheddad/miniddsm/da
ta. The mammography images were sourced from publicly available datasets, with the original data collected
in 2020. The breast cancer images are in PNG format and categorized into three classes: Normal, Benign, and
Malignant. The classification process in this study was carried out using two schemes. Scheme 1 differentiates
between normal and abnormal breast tissue as an initial screening step to identify whether there are any
indications of cancer. Images classified as abnormal are then processed further in Scheme 2, which
distinguishes between benign and Malignant. Tissue, this second scheme is more complex as it focuses on
identifying specific characteristics within cancerous tissue. Class grouping can be seen in Figure 2.
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a. Normal. b. Benign. c. Malignant

Figure 2. The classification of breast cancer.
2.2. Augmentation

Data augmentation is a technique used to increase the amount of data to balance the dataset, help the model
learn data variations, and prevent overfitting [ 17]. At this stage, augmentation adds data used to train the model
and improve performance on unseen data [18]. The augmentation methods applied in this study are flipping
and rotation. The number of datasets after augmentation is presented in Table 1 and Table 2.

Table 1. Dataset for the first steps. Table 2. Dataset for the second steps.
Class Original Augmented Dataset Class Original Augmented Dataset
Normal 2728 6956 Benign 3360 3596
Abnormal 6956 6956 Cancer 3596 3596
Total 9684 13912 Total 6959 7192
2.3. Data Splitting

In this study, two testing schemes were applied to evaluate the performance of the models. Data distribution
for data first split steps. In Step 1, there are 11.130 training samples, 1.391 validation samples, and 1.391
testing samples. In Scheme 2, the dataset includes 9.738 training samples, 2.087 for validation, and 2.087 for
testing. Meanwhile, Table 5 presents the data distribution for the data split into the second step. In Step 2,
5.753 images were used for training, 719 for validation, and 719 for testing. In Scheme 2, the dataset consists
of 5.034 training images, 1.078 validation images, and 1.078 testing images.

2.4. Architecture Convolutional Neural Network (CNN)

There are three architectures used in this study, as shown in Figure 3, Figure 4, and Figure 5.
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Figure 3. VGG16 architecture.
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Figure 3 illustrates the architecture of VGG16, which consists of 13 convolutional layers and 3 fully connected
(FC) layers. The default input image size is 224 x 224 pixels. All convolutional layers in VGG16 use 3x3
kernels with a stride of 1 and 'same' padding, while the pooling layers use 2x2 kernels with a stride of 2. The
first convolutional block contains 64 filters, followed by blocks with 128, 256, and increasing numbers of
filters in deeper layers. After the convolutional layers, the network includes three fully connected layers. The
first FC layer has 4,096 units, and the final FC layer performs classification for the ILSVRC dataset with 1,000
output channels, one for each class [19].

ResNet50 Model Architecture

Output

¢ p

Max Pool
Conv Block
ID Block
Conv Block
ID Block
Conv Block
ID Block
Conv Block
ID Block
Avg Pool
Flattening

‘ Zero Padding

e ) e

Stage 1 Stage 2 Stage 3 Stage4 Stage 5

Figure 4. ResNet50 architecture.

The ResNet-50 architecture illustrated in Figure 4 was adapted for this study. The model begins with zero-
padding and initial convolutional layers for feature extraction, followed by batch normalization and ReLU
activation. It then advances through four stages composed of residual blocks with skip connections, which help
address the vanishing gradient issue. Modifications include the addition of a Global Average Pooling 2D layer
to compress spatial dimensions, and a dense layer with sigmoid activation to enable classification into three
categories. These modifications align with transfer learning techniques designed for domain-specific
applications [20].

Figure 5. DenseNet201 architecture.

The DenseNet201 architecture illustrated in Figure 5 was adapted for this study. The pretrained DenseNet201
model on the ImageNet dataset was utilized as the backbone in this study. All convolutional layers of the base
model were frozen to retain the initial weights and avoid retraining the fundamental features already learned.
To adapt the top of the network, a GlobalAveragePooling2D layer was added to convert the spatial dimensions
of the backbone output into a one-dimensional vector. This was followed by a Dense layer with 256 units and
a ReLU activation function to enhance feature representation and reduce the risk of overfitting [21].

2.5. Performance Evaluation

Model evaluation is the process of measuring how well a trained model can generate accurate predictions. The
model's performance will be assessed using evaluation metrics such as accuracy, precision, recall, and F;-score
[22]. The evaluation of the model's performance is also assisted by a confusion matrix to illustrate the
prediction results and classification errors for each class. This helps to see how well the model can recognize
disease patterns in breast cancer.
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A confusion matrix is a method widely used in machine learning to evaluate or visualize how a model performs
in the context of classification [23]. The matrix used includes accuracy, precision, recall, and Fi-score. This
method is widely used for classification in CNN architectures. Table 3 shows the confusion matrix for
classification.

Table 3. Confusion matrix binary classification.
Actual/Predicted Negative Prediction Positive Prediction
Actual Negative TN FP
Actual Positive FN TP

According to [24], There are 4 terms commonly used as representations of results in the confusion matrix

classification process. The four terms are as follow:

1. True Negative (TN): Occurs when the predicted class is negative, and the prediction is correct. For
example, the system predicts benign breast cancer, and it is indeed true that the cancer is in a benign
condition.

2. False Negative (FN): Occurs when the predicted class is negative, and the prediction is incorrect. For
example, the system predicts benign breast cancer, whereas the cancer is malignant.

3. False Positive (FP): Occurs when the predicted class is positive, but the prediction is incorrect. For
example, the system predicts that breast cancer is malignant, but in reality, the cancer is benign.

4. True Positive (TP): Occurs when the predicted class is positive, and the prediction is correct. For example,
the breast cancer detection system is affected by malignant cancer, and it is true that the cancer is indeed
malignant.

Accuracy reflects the model’s ability to correctly classify instances. In classification tasks, accuracy refers to
the proportion of both true positive and true negative predictions among the total number of cases. However,
in imbalanced datasets, a model that mostly predicts the majority class (positive) may achieve high accuracy
but fail to detect the minority class (negative). Therefore, while accuracy provides a general measure of
performance, it may not always reflect the model's effectiveness in identifying minority classes [25].
Calculation of accuracy is presented in Equation 1.

TP+TN

Accuracy = ———— 1
CCUTaCY = b ¥ TN+FP+FN (1)

Precision measures how well the model predicts the positive class among all instances it has labeled as positive.
In other words, it evaluates the proportion of true positive predictions relative to the total predicted positives.
Precision is useful in scenarios where false positives carry a high cost [25]. Calculation of precision is
presented in Equation 2.

TP
TP+FP (2)

Precision =

Recall, also known as sensitivity, indicates how effectively the model identifies actual positive cases. It is the
ratio of true positive predictions to the total number of actual positives in the data. A high recall means the
model successfully detects most of the positive cases [25]. Calculation of recall is presented in Equation 3.

TP
TP+FN 3)

Recall =

The F1-score provides a harmonic mean of precision and recall, offering a balance between the two metrics.
It is particularly useful when a balance between false positives and false negatives is needed. A high F;-score
indicates that the model performs well in terms of both precision and recall [25]. Calculation of Fi-score is
presented in Equation 4.

Recall x Precision (4)

F,Score = 2 x —
Recall+Precision
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3. NUMERICAL EXPERIMENTS & RESULTS

This study focuses on breast cancer classification using 3 CNN architectures, namely ResNet-50,
DenseNet201, and VGG16, using the "Breast Cancer" dataset, which consists of various resolutions. All
images of the dataset initially have varying sizes, but to train the CNN model, the images are resized to 224 x
224 pixels using the downscaling method. This process aims to simplify the model input without losing
important information. The model training process in this study was carried out using a batch size of 64, which
means that the model processes 64 images at once before updating its parameters. To optimize model
performance, the Adam optimizer was chosen because of its efficiency and adaptive learning capabilities.
Training was carried out for 30 epochs, allowing the model to iteratively learn from the data through multiple
passes. In addition, a learning rate of 0.0001 was used to ensure gradual and stable updates to the model
weights, helping to prevent overfitting during optimization and contributing to more accurate convergence.

Table 4. Comparison of the confusion matrix in normal and abnormal classification.

Scheme Model True True False False Accuracy
Positive  Negative Positive  negative
(TP) (TN) (FP) (FN)
1 DenseNet201 660 609 87 36 09116
VGG16 626 582 114 70 0.8678
ResNet50 606 485 211 90 0.7838
2 DenseNet201 978 938 106 938 0.9155
VGG16 911 939 105 133 0.8867
ResNet50 911 760 284 133 0.7969

Table 4 presents a comparison of the confusion matrix results in the classification of breast cancer images
categorized as normal and abnormal for two testing schemes. In scheme 1, the DenseNet201 model showed
the best performance with an accuracy of 91.16% (TP=660, TN=609, FP=87, FN=36), VGG16 with an
accuracy of 86.78%, and ResNet50 with an accuracy of 78.38%. Meanwhile, in scheme 2, DenseNet201 again
achieved the highest accuracy of 91.55% (TP=978, TN=938, FP=106, FN=83), followed by VGG16 with an
accuracy of 88.67%, and ResNet50 with an accuracy of 79.69%. These results indicate that DenseNet201
consistently provides the best performance in both classification schemes.

Table 5. Comparison of accuracy in normal and abnormal classification.

Scheme Model Precision Recall F1- Score

1 DenseNet201 0.9139 09116 09115
VGG16 0.8693 0.8678 0.8677
ResNet50 0.7926 0.7838 0.7821

2 DenseNet201 0.9128 0.9180 0.9151
VGG16 0.8888 0.8848 0.8864
ResNet50 0.8040 0.7953 0.7948

Table 5 presents a comparison of evaluation results across all CNN architectures tested in this study. After
conducting multiple experiments with various data schemes and hyperparameters, the best performance for
each architecture was identified. The highest accuracy in the classification of Normal and Abnormal categories
was achieved by the DenseNet201 architecture using Scheme 2, with a data split of 70:15:15 and 30 training
epochs. This model reached a maximum accuracy of 91%. Figures 6 show the plot charts for both schemes in
the Normal and Abnormal classification.

Table 6. Comparison of the confusion matrix in benign and malignant classification.

Scheme Model True True False False Accuracy
Positive  Negative Positive  negative
(TP) (TN) (FP) (FN)
1 DenseNet201 233 287 73 127 0.7222
VGGI16 295 271 89 65 0.7819
ResNet50 494 376 164 46 0.8278
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Scheme Model True True False False Accuracy
Positive  Negative Positive  negative
(TP) (TN) (FP) (FN)
2 DenseNet201 419 398 142 121 0.7565
VGGI16 411 426 92 77 0.7750
ResNet50 463 448 114 129 0.8343

Comparison of Accuracy between CNN Architectures
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Figure 6. Accuracy graph of normal and abnormal CNN architectures.

Table 6 shows a comparison of the confusion matrix results for the classification of benign and malignant
categories under two testing schemes. In scheme 1, the ResNet50 model achieved the highest accuracy of
82.78% (TP=494, TN=376, FP=164, FN=46), VGG16 with an accuracy of 78.19%, and DenseNet201 with an
accuracy of 72.22%. In scheme 2, ResNet50 again showed the best performance with an accuracy of 83.43%
(TP=463, TN=448, FP=114, FN=129), followed by VGG16 with an accuracy of 77.50%, and DenseNet201
with an accuracy of 75.65%. These findings indicate that, unlike normal-abnormal classification, in benign-
malignant classification, the ResNet50 model outperforms other architectures.

Table 7. Comparison of accuracy in benign and malignant classification.

Scheme Model Precision Recall F1-Score

1 DenseNet201 0.7273 0.7222  0.7207
VGG16 0.7826 0.7819 0.7818
ResNet50 0.8311 0.8278 0.8273

2 DenseNet201 0.7569 0.7565 0.7564
VGG16 0.7752 0.7750  0.7750
ResNet50 0.8345 0.8343 0.8342

Table 7 presents a comparison of evaluation results for all CNN architectures used in this study. After
conducting several experiments with different data schemes and hyperparameter settings, the best performance
was identified for each tested architecture. The highest accuracy in classifying Benign and Malignant
categories was achieved by the ResNet50 architecture under both Scheme 2, with data splits of 70:15:15,
respectively, and 30 training epochs. This model reached a maximum accuracy of 83%. Figures 7 show the
plot charts for both schemes in the Benign and Malignant classification.

The classification results in Step 1, Normal and Abnormal, tend to be better compared to Step 2, Benign and
Malignant, because the differences in visual characteristics between the classes in Step 1 are clearer and easier
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for the model to recognize. At this stage, the model only needs to distinguish between healthy breast tissue
(Normal) and tissue showing abnormalities (Abnormal), where the differences in texture, shape, or structure
between the two are usually quite striking.

Comparison of Accuracy between CNN Architectures
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Figure 7. Accuracy graph of benign and malignant CNN architectures.

In contrast, at Step 2, the model must classify the detected abnormalities as benign or malignant. At this stage,
the challenge is much greater because benign and malignant tissues often have high visual similarity, and the
differences between them can be very subtle even for experienced medical professionals. Therefore, the model
requires more complex feature representations and larger data sets to accurately distinguish between the two
classes. As a result, the model's performance in Step 2 is generally lower compared to Step 1.

4. CONCLUSIONS

This study confirms that a two-stage classification approach is more effective than direct multi-class
classification. By separating the tasks first, identifying Normal and Abnormal images, then distinguishing
Benign from Cancer, the model is better able to learn distinct visual features, leading to improved accuracy
and reduced misclassification. Experimental results show DenseNet201 achieved the best performance in
Scheme 2 with 91% accuracy using a 70:15:15 split, while ResNet50 performed best in Scheme 2 with 83%
accuracy under a 70:15:15 split, indicating its strength in handling more complex patterns. The use of
additional metrics such as Precision, Recall, and F1-Score is also essential for evaluating performance,
especially with imbalanced data. Future work is encouraged to explore ensemble learning, improved
preprocessing techniques, noise reduction, contrast enhancement, and more diverse datasets to further enhance
model reliability and generalization in medical image classification.
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