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Abstract - Online gambling is a social issue currently in the spotlight in Indonesia. Although the government, particularly
the Ministry of Communication and Digital (Kemkomdigi), has taken various measures, such as blocking websites and
conducting digital literacy campaigns, online gambling remains rampant and has sparked various public reactions.
Social media, particularly Instagram, has become a public space where people express their opinions and sentiments
regarding government performance. This study aims to classify public sentiment based on comments directed at the
official Kemkomdigi Instagram account regarding the issue of online gambling. This study uses two machine learning
algorithms, Random Forest and XGBoost, to compare the effectiveness of the models in classifying positive and negative
sentiment. A total of 724 comments were collected and manually labeled by three annotators using a voting method.
Preprocessing included cleaning, case folding, tokenization, normalization, stopword removal, and stemming. Feature
representation was performed using the TF-IDF method. The data was split with a 70:30 ratio and balanced using
Random Oversampling. Model training used 10-fold cross-validation and hyperparameter tuning through GridSearchCV.
The evaluation results showed that the tuned Random Forest performed the best, with an accuracy of 0.7082. These
findings demonstrate that machine learning approaches, particularly Random Forest, are effective in automatically
identifying public sentiment toward emerging public policy issues on social media.

Keywords: Online Gambling, Public Sentiment; Random Forest; Sentiment Analysis; XGBoost.

1. INTRODUCTION

In Indonesia, online gambling has become a significant problem. Transaction values and the number of
offenders are both steadily rising. The Financial Transaction Reports and Analysis Center (PPATK) estimates
that between January and March 2024, the total value of online gambling transactions was close to 90 trillion
rupiah [1]. Through the Ministry of Communication and Digital (Kemkomdigi), the government has put in
place a number of programs, such as cross-sector collaboration, digital literacy campaigns, and website
blocking. However, people's engagement with government institutions has led to controversy and a loss of
public trust.

The digital era has provided people new platforms to express their opinions. The public can now openly
evaluate and commend government policies on social media. Because it lets users leave direct comments on
posts form government organizations, Instagram is one of the most popular platforms. Interestingly, people
often use it not only to share opinions but also to engage in discussions. Around 86.6% of Indonesians actively
use Instagram, according to information from Kemkomdigi [2]. Real-time public sentiments are reflected in
these comments, and can also provide useful information for assessing policies.

A method that can be utilized to analyze public opinion through social media is sentiment analysis. The process
of determining a text's polarity whether positive, negative, or neutral and extracting associated features is called
sentiment analysis, sometimes referred to as opinion mining [3]. The aim is to comprehend and recognize the
views, evaluation, or beliefs expressed in the text. This method is commonly employed in politics, marketing,
and social sciences as it offers a quantitative summary of qualitative views [4].
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Grasping public views on the Ministry of Communication and Digital's effort to tackle online gambling is
crucial. The objective is to categorize public opinion into positive or negative sentiments, thus providing the
government with insights into assessing the effectiveness of policies. Advances in artificial intelligence and
machine learning, such as the Random Forest and XGBoost algorithms, support this process with their ability
to process large and complex data sets.

In a previous study [5], GoEmotion data classification was performed using a total of three model: Random
Forest, XGBoost, and LightGBM. The dataset under consideration comprised a total of 7.325 data points,
which were divided into five distinct categories: angry, afraid, happy, love, and sad. The dataset was partitioned
into a training set and a testing set, with a proportion of 80:20, and after hyperparameter tuning, the Random
Forest model achieved the highest accuracy of 85%.

Another study analyzed the sentiment of YouTube comments related to Islamophobia using the Random Forest
algorithm [6]. From 1,000 comments (631 positive, 369 negative), preprocessing was performed in the form
of cleaning, case folding, tokenizing, stopword removal, and stemming, as well as TF-IDF calculation. The
model was tested using combination of parameters and achieved the highest accuracy of 79% on a 90:10 data
split with the best parameters: n_estimators = 10, max_depth = 25, and min_samples_split = 10. Evaluation
metrics include Precision 79%, Recall 95%, and F1-Score 86%.

This study was conducted to classify public sentiment towards the performance of the Ministry of
Communication and Digital in addressing online gambling based on comments Instagram. This study uses a
machine learning approach by comparing the performance of two classification algorithms, namely Random
Forest and XGBoost. By implementing text preprocessing techniques, 7F-IDF weighting, and model
performance evaluation with cross validation and hyperparameter tuning, the results of this study are expected
to contribute to the development of public sentiment monitoring systems.

2. RESEARCH METHODOLOGY

2.1 Sentiment Analysis

Sentiment analysis is a process in text mining and Natural Language Processing (NLP) used to identify and
classify opinions or emotions in text, be it positive, negative, or neutral [7]. Sentiment analysis is used to
evaluate data such as social media comments, reviews, or articles to understand the author's opinion on a topic.
Indirectly, sentiment analysis can be performed using a technique called Text Mining.

2.2 Text Mining

Text mining is defined as the process obtaining information and identifying latent patterns from unstructured
text, such as comments on social media or digital document [8]. The initial step is typically preprocessing,
which involves the application of Natural Language Processing (NLP) methods, including syntax analysis and
tokenization. The fields of NLP and text mining have advanced swiftly in recent years, propelled by the
growing digitization of data, enhanced access to extensive databases, and the swift proliferation of social media
usage [9]. Text classification, which includes sentiment analysis, is one important application of text mining.
The goal of this program is to categorize text into one of different opinion categories positive, negative, neutral,
or from a predefined class.

2.3 Random Forest

Random Forest is an ensemble learning algorithm that randomly builds a lot of decision trees using the CART
method and then combines the result to make predictions more accurate [10]. The features are split up gradually
to make each tree, with the goal of reducing error. The Random Forest algorithm makes a final choice by
adding up the votes from all trees in the model. The class with the most votes is chosen as the final prediction
in classification tasks [11]. Although effective in many cases, Random Forest has limitations in recognizing
complex interactions between features, especially if the interactions are not accompanied by the influence of
each feature individually.
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2.4 Extreme Gradient Boosting (XGBoost)

XGBoost (Extreme Gradient Boosting) is an ensemble based machine learning algorithm developed to improve
prediction accuracy through boosting techniques [12]. The algorithm works incrementally, where each new
model is built to correct the error of the previous model by iteratively minimizing the loss function [13]. With
regularization support and parallel computing, XGBoost is able to produce accurate models that are resistant
to overfitting [14].

2.5 k-Fold Cross Validation

k-fold cross validation is a validation method that involves the division of the training data into k parts. In this
process, each part is used as validation data, while the rest is used for traing [15]. This process is repeated k
times, and the average error from all iterations is used to obtain a more accurate and reliable performance
evaluation [16] [17]. A common way to test how well a classification works is with k-fold cross validation.
This method is particularly well suited for scenarios where the data set is not overly large.

2.6 Grid SearchCV

GridSearchCV is a hyperparameter tuning method that automates the process of identifying the optimal
combination of parameters from a predefined set [18]. so the search process does not need to be done manually
[19]. This process involves trying each parameter combination in the model and evaluating its performance
using cross-validation. Grid search is often combined with the k-fold cross validation technique, which
generates an evaluation metric for classification models [20]. The combination that provides the best
performance is selected as the optimal parameter for the model.

2.7 Research Framework

The research involved several steps to analyze sentiment related to the performance of the Ministry of
Communication and Digital. Each step in the process plays a crucial role in ensuring the accuracy of the
analysis results. Figure 1 illustrates the research workflow.
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Figure 1. The research workflow.

3.1 Data Collection

This study used Instagram comment data as the object of analysis. The comments were obtained from the
official Instagram account of the Ministry of Communication and Digital (Kemkominfo). The comments under
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review were obtained from posts related to online gambling. To obtain data efficiently, the InsC Instagram
Comments Picker & Exporter tool was used, a tool that can automatically extract comments from specific
Instagram posts using the post ID. The data collection process focused on posts containing content related to
the eradication of online gambling. Data was collected from 12 posts published between October 21 and
December 2024. From these uploads, 724 comments were obtained, which became the primary data.

3.2 Data Labeling

Data labeling was done manually by three annotators. Three annotators labeled the sentiments of the collected
comments, classifying them into two categories (positive and negative). The labeling process was done
independently to avoid inter label influence. The final label for each comment was determined through a
majority voting system, with at least two annotators agreeing on the label, as shown in Table 1.

Table 1. Labeling result.

. . . Total Labeling
Annotator Major University — -
Positive Negative
Annotator 1 Undergraduate Computer Science Universitas Lampung 567 157
Annotator 2 Undergraduate Computer Science Universitas Lampung 360 364
Annotator 3 Undergraduate Computer Science Universitas Lampung 391 333
Result Voting 434 290

3.3 Text Pre-processing

Text preprocessing is a set of methods and techniques used to process and manipulate text data. The main
objective is to extract important information from the text and convert it into a form that can be understood
and processed by a computer [21]. In this stage, there are 5 processes, as follows:

3.3.1 Cleaning

At this stage, relevant attributes are selected and unnecessary elements such as numbers, punctuation marks,
emojis, double spaces, and blank lines are removed. An example of cleaning can be seen in Table 2.

Table 2. Cleaning.

Akhir-akhir ini banyak remaja terjebak dalam judi online! Mereka mulai
Initial Text bermain dari iseng, tapi akhirnya kecanduan. 50% dari mereka bahkan
menghabiskan uang kuliah hanya untuk top up akun game-nya!!!

Akhir akhir ini banyak remaja terjebak dalam judi online Mereka mulai bermain
Cleaning Result dari iseng tapi akhirnya kecanduan dari mereka bahkan menghabiskan uang kuliah
hanya untuk top up akun gamenya

3.3.2 Case Folding

This step was taken to convert all text into lowercase letters to keep the writing format consistent. The goal is
to standardize word forms so that differences in capital and lowercase letters do not affect the meaning or
interpretation of the data. Examples of case folding results can be seen in Table 3.

Table 3. Case folding.

Akhir akhir ini banyak remaja terjebak dalam judi online Mereka mulai bermain dari
Initial Text iseng tapi akhirnya kecanduan dari mereka bahkan menghabiskan uang kuliah hanya
untuk top up akun gamenya
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akhir akhir ini banyak remaja terjebak dalam judi online mereka mulai bermain dari
Case Folding Result iseng tapi akhirnya kecanduan dari mereka bahkan menghabiskan uang kuliah hanya
untuk top up akun gamenya

3.3.3 Tokenization

Tokenization is the process of breaking down text into smaller units called tokens. Tokens can be words,
phrases, or specific symbols. The purpose of this process is to enable a more detailed analysis of each element
in the sentence at a later stage of processing. Examples of tokenization results can be seen in Table 4.

Table 4. Tokenization.

akhir akhir ini banyak remaja terjebak dalam judi online mereka mulai bermain dari
Initial Text iseng tapi akhirnya kecanduan dari mereka bahkan menghabiskan uang kuliah hanya
untuk top up akun gamenya

'akhir', 'akhir', 'ini', 'banyak’, 'remaja’, 'terjebak’, 'dalam', 'judi', 'online', 'mereka’,
Tokenization Result 'mulai', 'bermain', 'dari', 'iseng', 'tapi, 'akhirnya', 'kecanduan', 'dari', 'mereka’,
'bahkan', 'menghabiskan’, 'uang', 'kuliah', 'hanya', 'untuk', 'top', 'up', 'akun', 'gamenya’

3.3.4 Normalization

Normalization stage aims to replace words that are not standard, such as abbreviations or slang, into a standard
form according to Indonesian language rules. Examples of normalization results provided in Table 5.

Table 5. Normalization.

‘akhir', 'akhir', 'ini', 'banyak’, 'remaja’, 'terjebak’, 'dalam', 'judi', 'online', 'mereka’,
Initial Text 'mulai', 'bermain', 'dari', 'iseng', 'tapi', 'akhirnya', 'kecanduan', 'dari', 'mereka’,
'bahkan', 'menghabiskan’, 'uang', 'kuliah', 'hanya’, 'untuk', 'top', 'up', 'akun’, 'gamenya'

‘akhir', 'akhir', 'ini', 'banyak’, 'remaja’, 'terjebak’, 'dalam', 'judi', 'online', 'mereka’,
Normalization Result  'mulai', 'bermain’, 'dari', 'iseng', 'tetapi', 'akhirnya', 'kecanduan', 'dari', 'mereka’,
'bahkan', 'menghabiskan', 'uang', 'kuliah', 'hanya', 'untuk’, 'isi', 'ulang', 'akun’, 'game’

3.3.5 Stopword Removal

Stopword removal is the process of removing common words that appear frequently in text but do not provide
important information for analysis. Although frequently used in sentences, these words are considered to have
no significant analytical value so they are removed to simplify the data and focus processing on more relevant
words. Examples of stopword removal results can be seen in Table 6.

Table 6. Stopword removal.

‘akhir', 'akhir', 'ini', 'banyak’, 'remaja’, 'terjebak’, 'dalam', 'judi', 'online', 'mereka’,
‘mulai', 'bermain', 'dari', 'iseng', 'tetapi', 'akhirnya', 'kecanduan', 'dari', 'mereka’,
'‘bahkan', 'menghabiskan’, 'uang', 'kuliah', 'hanya', 'untuk’, 'isi', 'ulang', 'akun’,
'game’

Initial Text

‘akhir', 'akhir', 'banyak’, 'remaja', 'terjebak’, judi', 'online', 'mulai', 'bermain’,
Stoword Removal Result 'iseng', 'akhirnya', 'kecanduan', 'bahkan', 'menghabiskan’, 'uang', 'kuliah', "isi',
‘ulang', 'akun’, 'game’

3.3.6 Stemming

Stemming is defined as the process of converting affixed words into basic forms or basic words. This process
involves removing affixes such as prefixes and suffixes so that different variations of words derived from the
same root can be considered as one unit. The purpose of stemming is to simplify word structure, making text
analysis more efficient and consistent. Examples of stemming results can be found in Table 7.
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Table 7. Stemming.

‘akhir', 'akhir', 'banyak’', 'remaja’, 'terjebak’, 'judi', 'online', 'mulai', 'bermain’,
Initial Text 'iseng', 'akhirnya', 'kecanduan', 'bahkan', 'menghabiskan’, 'vang', 'kuliah', 'isi',
‘ulang', 'akun', 'game’

‘akhir', 'akhir', 'banyak’, 'remaja’, 'jebak’, judi', 'online', 'mulai', 'main’, 'iseng’,

Stemming Result ‘akhir', 'candu’, 'bahkan’, 'habis', 'uang', 'kuliah', 'isi', 'ulang', 'akun', 'game'

3.4 Feature Extraction (TF-IDF)

TF-IDF stands for "Term frequency-inverse document frequency"”, a method for determining the importance
of a word in a document by considering its frequency in other documents [22]. This technique assigns weight
to words in text processing by combining Term Frequency (TF) and Inverse Document Frequency (IDF). TF
is indicative of the frequency with which a word appears in a given document, while IDF signifies the word's
rarity across the entire corpus. The TF-IDF equation can be found in Equations (1), (2), and (3).

TF (1,d) = %f) (1)
IDF(t) = log (%) )
TF-IDF = TF(t,d) x IDF (t) (3)

Where TF(t,d) is the frequency of occurrence of term ¢ in document d, N is the number of document sets, df(?)
is the number of documents containing term ¢.

3.5 Data Sharing and Balancing

After the preprocessing and labeling stages, the data is divided into two parts: 70% training data and 30% test
data. This division is the basis for the next model validation process. The resulting training data is then
validated using the k-fold cross validation method with a value of k = 10, where the data is divided into ten
subsets, which are alternately used as training and validation data in each round.

To address the imbalance in data size between classes, Random Over Sampling (ROS) is used during the
training process in each fold. This technique was only applied to the training data, while the validation data
remained unsampled to maintain evaluation accuracy and avoid bias due to data duplication [23]. In ROS,
added instances generally contain more irrelevant labels than relevant labels. Since the label imbalance is
dominated by the negative class as the majority, this oversampling process tends to only slightly improve the
balance [24].

3.6 Model Training

The model was trained using two classification algorithms Random Forest and XGBoost. In order to
comprehensively evaluate the performance of the model, a 10-fold cross validation was used, in which the
training data was divided into ten parts and the training process was performed in turn. To achieve optimal
model performance, hyperparameter tuning was performed using GridSearchCV. This process finds the best
combination of parameters based on the cross-validation results.

3.7 Model Evaluation

The confusion matrix is a performance evaluation method for machine learning classification problems,
whether for two or more classes. Evaluation of classification models can be done using metrics such as
accuracy, precision, recall, and F1 score [25]. The matrix is a table consisting of four main components that
describe the prediction results of the classification model [26]. The structure of the Confusion Matrix is shown
in Table 8, with rows representing actual classes and columns representing predicted classes.

269



Vol. 6 No. 3, 2025, pp. 264-275 Jurnal Pepadun
© 2025 The Authors | doi: 10.23960/pepadun.v6i3.295

Table 8. Confusion matrix.

Prediction Class

Positive Negative
Positive TP FN
Actual Class -
Negative FP TN

* Description: True Positive (TP) = Positive data that is correctly classified; False Positive (FP) = Negative data that is
classified as positive; True Negative (TN) = Negative data that is correctly classified; False Negative (FN) = Positive
data that is classified as negative.

Accuracy is an evaluation metric that measures how well the model makes correct predictions from the total
number of predictions made. The accuracy equation can be seen in Equation (4).

TP+TN

Accuracy = ———— 4
Y T TP+TN+FP+ FN )

Precision is a metric for evaluating the model that calculates the proportion of accurate predictions made for
positive categories, relative to the total number of positive predictions made. The equation for calculating the
precision value can be found in Equation (5).

Precision = TPTFP Q)

Recall is an evaluation metric that describes how well the model identifies positive classes correctly. The
equation for calculating the recall value can be seen in Equation (6).

_ TP
Recall = TP+FN (6)

F1-Score is an evaluation metric that reflects the balance between precision and recall. The equation for
calculating the F1-Score value can be seen in Equation (7).

2 X Recall x Precision
F1-Score = (7

Recall+ Precision

3. RESULTS AND DISCUSSION
4.1 GridSearchCV

After preprocessing and choosing an algorithm, GridSearchCV was used to tune the hyperparameters and find
the best setup for each model. This method systematically searches for predefined parameter combinations
and uses 10-fold cross-validation to check their accuracy and stability [18]. The hyperparameters of the
Random Forest and XGBoost models were tuned using training data. The mean F1 score across all cross-
validation folds was utilized to select the optimal configuration. The optimal hyperparameter configuration for
Random Forest is presented in Table 9, while the configuration for XGBoost is shown in Table 10.

Table 9. Random forest hyperparameters.

Hyperparameters  Value

max_depth None, 10, 20
max_features Sqrt, log2
n_estimators 100, 300, 500

min_samples_split 2,5, 10
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Table 10. XGBoost hyperparameters.

Hyperparameters Value

learning_rate 0.1,0.3,0.5,0.7,0.9
max_depth 1,3,5,7,9
subsample 0.1,0.3,0.5,0.8, 1
colsample bytree 0.1,0.3,0.5,0.8, 1

The best search results using GridSearchCV show that the Random Forest model obtained the optimal
configuration with the following parameter combinations: max_ depth = None, max features = ‘log2’,
min_samples_split = 5, and n_estimators = 100. Meanwhile, for the XGBoost model, the best combination
found is: colsample bytree = 0.5, learning_rate = 0.9, max_depth = 1, and subsample = 0.8.

4.2 Model Training

Model training was performed using two approaches: without hyperparameter tuning (using default
parameters) and with tuning using GridSearchCV. The aim was to compare the initial performance with the
post-optimization performance. The evaluation was performed using 10-fold cross validation, and the metrics
used include accuracy, precision, recall, and F1 score. The training results can be seen in Figure 2 and 3.
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Figure 2. Training result without hyperparameter tuning.
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Figure 3. Training result with hyperparameter tuning.

Figures 2 and 3 show the evaluation results of Random Forest and XGBoost on each fold using Accuracy,
Precision, Recall, and F1-Score metrics. Figure 2 shows the results without tuning, while Figure 3 illustrates
the results after tuning with GridSearchCV. Overall, Random Forest performed more stably and outperformed
XGBoost. Tuning does not always improve performance significantly; at some folds, it even degrades,
especially for the XGBoost model. The average training results for each model can be seen in Table 11.
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Table 11. Training result.

Training Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Random Forest 69.73 69.62 69.62 68.63
Without Tuning
XGBoost 64.19 64.03 64.11 62.96
Random Forest 67.17 66.48 66.21 65.71
With Tuning
XGBoost 63.77 63.71 64.13 62.94

In Table 11, without tuning, Random Forest shows the best performance with 69.73% accuracy and 68.63%
F1 score, outperforming all other models in every metric. In contrast, tuning had no significant impact on
performance, even causing a decrease in results for XGBoost. This shows that the default Random Forest
settings are optimal enough to accomplish the classification task on the data used.

In the training phase, the performance values of Random Forest and XGBoost with default parameters were
higher than after parameter tuning. This decrease occurred because the model became more stringent in fitting
the training data, resulting in lower training results. However, this condition actually shows that the model is
not overly dependent on the training data, as evidenced by the improvement in evaluation results after
parameter tuning was performed.

4.3 Model Evaluation

Model evaluation was conducted to measure the performance of both models. Model evaluation was conducted
using two algorithms: Random Forest and XGBoost. The performance of each model was measured using
classification metrics, including Accuracy, Precision, Recall, and F1-Score [25]. The following are the
evaluation results for both models.

Table 12. Model evaluation results.

Description Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Random Forest 68.16 68.69 68.16 68.32
Without Tuning
XGBoost 65.67 65.86 65.67 65.75
Random Forest 71.64 71.52 71.64 70.90
With Tuning
XGBoost 67.66 69.81 67.66 67.85

Table 12 shows the results of evaluating both models before and after hyperparameter tuning. In the default
configuration, Random Forest performed better than XGBoost, with an Accuracy of 68.16%, Precision of
68.69%, Recall of 68.16%, and F1-Score of 68.32%. These values reflect fairly accurate and balanced
predictive capabilities. In contrast, XGBoost only achieved an Accuracy of 65.67%, Precision of 65.86%,
Recall of 65.67%, and F1-Score of 65.75%, so its performance was still below that of Random Forest.

After hyperparameter tuning, the performance of both models improved, but Random Forest remained superior
with an Accuracy of 71.64%, Precision of 71.52%, Recall of 71.64%, and F1-Score of 70.90%. Meanwhile,
XGBoost achieved an Accuracy of 67.66%, Precision of 69.81%, Recall of 67.66%, and an F1-Score of
67.85%. These results confirm that while tuning can improve performance, Random Forest consistently
outperforms XGBoost across all evaluation metrics.

4.4 Model Comparison

The purpose of this test is to evaluate the extent to which the trained model can effectively classify data. The
outcomes demonstrate the model's capacity to identify novel patterns and exhibit its degree of generalization.
The outcomes of the model comparison are presented in Table 13.
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Table 13. Prediction results.

Without With
Model Hyperparameter Tuning Hyperparameter Tuning
True False True False
Random Forest 137 64 144 57
XGBoost 132 69 136 65

In Tables 12 and 13, Random Forest performs better with 68.16% Accuracy and 68.32% F1-Score, successfully
classifying 137 data points correctly and 64 incorrectly. In contrast, XGBoost performed lower with an
accuracy of 65.67% and F1 score of 65.75%, resulting in 132 correct and 69 incorrect classifications. After
tuning, both models showed improved performance. Random Forest achieved 144 correct classifications and
57 incorrect ones, with an accuracy of 71.64% and an F1 score of 70.90%. Meanwhile, XGBoost successfully
classified 136 data points correctly and 65 incorrectly, with an accuracy of 67.66% and an F1 score of 67.85%.

4.5 WordCloud

For ease of interpretation, the analysis results were visualized in a word cloud format, displaying the dominant
words based on their size and frequency of occurrence. This visualization helps illustrate the tendency of each
model to recognize certain words as sentiment indicators. The following is a representation of the word sets
from the Random Forest and XGBoost models based on positive and negative classes.
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Figure 4. WordCloud Random Forest.
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Figure 5. WordCloud XGBoost.

In Figures 4 and 5, there are words that appear in both classes. The presence of the same words in both classes
suggests that these words are lexically neutral, and their meaning is dependent on the context of the sentence.
For instance, the term "gambling" can be used in a positive context, such as to support efforts to eradicate the
problem, or in a negative context, such as to discuss its adverse effects. This finding indicates that the model
takes into account the entire sentence structure, rather than solely the meaning of individual words, when
assessing sentiment.
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4. CONCLUSIONS

The results of the study indicate that the Random Forest and XGBoost algorithms can be effectively applied
to classify public sentiment regarding the Ministry of Communication and Digital's performance in addressing
online gambling issues. The classification process is comprised of multiple stages, including manual data
labeling, text preprocessing, data balancing, model training, and evaluation using accuracy, precision, recall,
and F1-score metrics. Random Forest reached an F1-score of 70% with 144 data points accurately classified,
whereas XGBoost attained an Fl-score of 68% with 136 data points accurately classified. This finding
indicates that Random Forest demonstrates superior efficacy in sentiment classification in this study following
parameter optimization. However, it should be noted that both algorithms retain their respective advantages.
Future research should use a larger and more diverse data set to improve the generalization of the model. In
addition, exploration of other methods such as deep learning or the use of word insertion such as Word2Vec
and BERT can be considered to achieve more optimal classification results. The addition of neutral sentiment
classes and multi category analysis can also enrich future studies.
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